
AutoArt

~ By Ishita, Jen and Mona 

How can we generate more appealing images 
through Neural Style Transfer?



Generally used models

VGG19 Alexnet Resnext Mobilenetv2

Moving forward analysis only on Mobilenetv2 …

Style Loss: 0.266553 Style Loss: 84.393143 Style Loss: 0.059025 Style Loss: 0.003722



Our Novel Idea 1 : Fine-tuning the model
We fine-tune Mobilenetv2 as a classification task for classifying impressionist paintings from others.
 

Style Loss : 0.104357 
Content Loss: 1.096774

Pretrained

Style Loss : 0.117117 
Content Loss: 0.844769

Fine-tuned



Hyperparameter Tuning - Increasing epoch

Runs: 50 Runs: 100 Runs: 500

Style Loss : 0.193758 
Content Loss: 1.02038

Style Loss : 0.129759 
Content Loss: 0.930155

Style Loss : 0.115474 
Content Loss: 0.847360

We try a range of epochs to see which one works best for us.
 



Our Novel Idea 2 : Flattening the model
We flatten the layers for Mobilenetv2 to have control over placement of style and content loss.
 

Style Loss : 0.115474 
Content Loss: 0.847360

Unflattened

Style Loss : 0.019978 
Content Loss: 0.49232

Flattened



Fine-tuning vs Flattening
Which novel idea works better?

Style Loss : 0.104357 
Content Loss: 1.096774

Unflattened
Pretrained

Flattened
Pretrained

Style Loss : 0.124943 
Content Loss: 0.531728

Style Loss : 0.117117 
Content Loss: 0.844769

Unflattened
Fine-tuned

Flattened
Fine-tuned

Style Loss : 0.055899 
Content Loss: 0.34308

Very Similar



Network Dissection - What do the layers do?
Flattened
Fine-tuned,
Layer 4,
Unit 1

Flattened
Pre-trained,
Layer 4,
Unit 1



Network Dissection - What do the layers do?
Unflattened
Fine-tuned,
Layer 4,
Unit 1

Unflattened
Pre-trained,
Layer 4,
Unit 1



Hyperparameter Tuning - Loss placement
Where should we place the style loss and content loss?

Style Loss : 0.000015 
Content Loss: 0.000044

Style Loss: Initial Layers
Content Loss: Final Layers

Style Loss: Initial Layers
Content Loss: Throughout

Style Loss : 0.036559 
Content Loss: 0.518320

Style Loss : 0.015872 
Content Loss: 0.389904

Style Loss: Throughout
Content Loss: Initial Layers

Style Loss: Throughout
Content Loss: Throughout

Style Loss : 0.020937
Content Loss: 0.483837



Network Dissection
Flattened
Fine-tuned,
Layer 2,
Unit 2

Flattened
Fine-tuned,
Layer 4,
Unit 3



Network Dissection
Flattened
Fine-tuned,
Layer 8,
Unit 0

Flattened
Fine-tuned,
Layer 14,
Unit 14



Questions?



Unflattened, fine tuned. Not activating on output image!
Layer 14



Flat

Unflat



Flat

Unflat



Flat

Unflat



Analysis







Flatten - pretrained model flatten - finetuned



Unflattened - pretrained




